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Funding

Standard Questions

Primary Funding

SOURCE of the support
DOLLAR amount
Includes TUITION fees?
WHEN the support will commence
WHEN the support will end

SOURCE of the support As an international student in a PhD program, I will apply for
fellowships once I join a lab.



Experience & Interests

Standard Questions

Areas of Interest

Faculty Members
De Boer, Carl

Wasserman, Wyeth

Please provide a brief statement of your academic and/or professional goals and how these align with this graduate program.

Please describe any research and/or work experience (including publications, etc.) you’ve undertaken that is relevant to your
proposed field of study.

My research experiences are elaborated and contextualized into my academic goals in my Statement of Intent. Briefly, my main
research experience is that I have been working in the lab of Prof. Bussemaker at Columbia University for the past several
years developing computational methods for modeling high-throughput protein-ligand binding affinity data. Initial results from my
work on in-vivo occupancy data were published previously (Rube et al. Nature Biotechnol 2022), with a follow-up publication on
a new package that I created, PyProBound, soon to be submitted. My current work focuses on modeling protein-protein
interactions using bacterial and phage display.

Program-Specific Questions
Briefly discuss your background in life sciences, including
academic, work or other experiences that may assist the
admissions committee. Please limit your response to one
page.

During my undergraduate degree I also completed all of the
requirements of the Biology major, including coursework in
organic chemistry and biochemistry, as well as electives
focusing on molecular biology and biophysics. In addition to
the experiences listed in my Statement of Intent, I also
participated in the Undergraduate Research Program at Cold
Spring Harbor Laboratory, where I worked on a medical
informatics project in the lab of Dr. Krasnitz. I also worked as
a teaching assistant in the Biological Sciences department,
where I taught a recitation for the Intro sequence and helped
create a new course targeting first-years to support students
in transitioning to an undergraduate-level life sciences
education.

Briefly discuss your background in quantitative sciences
(math, statistics, computer science, engineering, physics)
including academic, work or other experiences that may
assist the admissions committee. Please limit your
response to one page.

As a Computer Science major with a focus on machine
learning, I took extensive coursework in math, statistics,
computer science, and physics, including discrete math,
linear algebra, multivariate calculus, machine learning, and
more. In addition to the experiences listed in my Statement of
Intent, I worked at the Sean N. Parker Center at Stanford
where I created a cloud-based computational pipeline to
facilitate Big Data approaches in the center.
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Lucas Melo
301 W 110th St 4V, New York, NY 10026

+1 (510) 371-1053 • lucas.melo@columbia.edu
Education
Columbia University, School of Engineering and Applied Science New York, NYl
Bachelor of Science in Computer Science (Intelligent Systems track), summa cum laude May 2022l
Relevant Courses: Machine Learning, Computational Genomics, Macromolecular Structure

Research Experience
Columbia University, Department of Biological Sciences New York, NYl
Research Staff Assistant – Bussemaker Lab June 2022 – Presentl

● Leading the analysis on a series of collaborations on receptor-ligand interactions
● Creating PyProBound, an easily extensible and efficient machine learning framework for

quantitative methods on high-throughput sequencing data
● Developing approaches for isolating protein binding epitopes and predicting functional readouts
● Working closely with collaborators to optimize assays and reduce biological biases

Cold Spring Harbor Laboratory Cold Spring Harbor, NYl
Undergraduate Research Program – Krasnitz Lab June – August 2021l

● Identified clinically relevant copy number variation patterns in acute myeloid leukemia through
unsupervised clustering

Columbia University, Department of Biological Sciences New York, NYl
Summer Undergraduate Research Fellow – Bussemaker Lab June – August 2020l

● Developed a fragment-level ChIP-seq motif discovery and cooperativity approach that does not
require peak calling or read mapping, retaining biologically-relevant low-affinity binding sites

Publications & Posters
● Melo LAN, Li X, Bussemaker HJ (2023) “Assessing allele-specific binding variant effects with

TF-DNA binding models” (in preparation)
● Melo LAN, Knowles DA (2022) “Predicting longitudinal BCR repertoires” Poster presented at:

Machine Learning in Computational Biology, 21-22 November 2022
● Rube HT, Rastogi C, Feng S, Kribelbauer JF, Li A, Becerra B,Melo LAN, Do BV, Li X, Adam

HH, Shah NH, Mann RS, Bussemaker HJ (2022) “Prediction of protein–ligand binding affinity
from sequencing data with interpretable machine learning” Nature Biotechnology

Awards & Honors
● Computer Science Scholarship Award – Columbia Department of Computer Science May 2022l
● Behring Foundation Award – Columbia Department of Computer Science May 2022l
● Genentech Fellow – Columbia Department of Biological Sciences June 2020l
● C. Prescott Davis Scholar – Columbia School of Engineering and Applied Sciences April 2018l

Teaching & Activities
Columbia University, Department of Biological Sciences New York, NYl
Teaching Assistant III September 2020 – May 2022l

● Foundations of Biology: Helped create a new course targeting first-year students who need
additional support and preparation to achieve their goals in the life sciences

● Introductory Biology: Organized collaborative problem solving recitations of fifteen students to
develop a molecular understanding of biology

Columbia Science Review New York, NYl
Editorial Board Member January 2019 – May 2022l



The wealth of high-throughput sequencing (HTS) data available for computational
biology has led to an explosion of model interpretability approaches, in part due to the breadth of
the field, which spans everything from quantitative in vitro experiments to assays of higher-order
in vivo systems. Yet across these disparate applications, domain knowledge can inform crucial
modeling insights and creative wet-lab experiments to decompose the signal from experimental
artifacts and disentangle intricate relationships between biophysical parameters.

During my undergraduate studies at Columbia University in machine learning and
molecular biology, I worked in the lab of Professor Harmen Bussemaker. Despite being in the
Biology department, most came from a physics background, making it the ideal interdisciplinary
environment for exploring HTS data with biophysically-informed sequence-to-function models.

With funding from the Genentech Fellowship in the summer 2020, I applied ProBound, a
general ML method for in vitro assays, towards in vivo assays. Traditional ChIP-seq methods
involve peak calling to identify only the most enriched sites. I instead quantitatively modeled the
HTS reads directly, retaining all fragments so the entire affinity range can be interpreted. This
approach created glucocorticoid receptor (GR) binding models of comparable quality to in vitro
models while simultaneously discovering its cofactors, and was published as a section of the
ProBound publication (Rube et al. Nature Biotechnol 2022). In the process, I learned how to
creatively integrate a molecular understanding of wet-lab experiments into an ML framework.

I was soon coming up with more modeling ideas than I could implement with ProBound,
so I later created the PyProBound package, a new easily extensible and efficient ML library for
HTS of protein-ligand interactions. It is already being widely used in our lab and the labs of our
collaborators and we hope it will advance quantitative methods in the broader field. I designed it
so new layers and loss functions can be easily implemented to suit experimental designs. For
example, a demonstration of the flexibility of PyProBound in the manuscript being prepared
infers a biophysical binding model through a beta-binomial likelihood of allele-specific binding.

In my last year as an undergraduate, I wanted to push beyond protein-DNA interactions.
As part of a course taught by Professor David Knowles, I created a new research project in
immunology. Over the course of an infection, the population of antibodies evolves to counteract
the replicating virus. I wanted to leverage this natural evolution to train a deep neural network
for antibody-antigen binding by combining it with a dynamical system that models a time series
of samples from COVID-19 patients. However, I discovered that limitations in sequencing
technology meant I could not capture the vital relationship between heavy and light chains.

While I was initially frustrated to learn my approach would not work as envisioned, I
learned how to creatively adapt a research project to new challenges. I instead used the model to
explain the trajectory of antibody replication, validating against individual clonotypes, and
identifying the sequence determinants of clonal expansion. What started as a class project
became a poster at the 2022 Machine Learning in Computational Biology conference.

After graduating at the top of my CS cohort, I continued at the Bussemaker lab to
advance a series of projects with several collaborators studying receptor-ligand interactions such
as PD-1:PD-L2, GPCRs, and SH2 and PDZ domains using HTS of randomized peptide libraries



expressed and selected using bacterial and phage display. I am working closely with
experimental scientists, using my models to help identify and address bottlenecks and sources of
bias in their protocols, while in turn learning about experimental subtleties I can use to improve
my modeling. This two-way feedback creates strong synergies, resulting in incredibly precise
bacterial display screens with over 1M unique peptides even after several rounds of affinity
selection, as well as highly accurate protein-protein binding models spanning over two orders of
magnitude. Over the process I have delved deep into the intricacies of protein affinity screening,
and I am currently applying this understanding to develop a new computational approach that
leverages counterselection experiments to isolate the affinity contribution of different protein
epitopes. These advances bring us closer towards single-shot protein engineering, and the sum of
these projects has impressed upon me the importance of meaningful wet lab-dry lab
collaboration in creating breakthroughs in computational biology.

As I continue my academic career, I am especially interested in advancing the
quantitative skills I have developed in protein-DNA and protein-protein recognition modeling
towards investigating the cis-regulatory code, which is often misregulated in heritable diseases
and cancer. Experimental and computational innovations created at the University of British
Columbia are providing new quantitative insights into complex gene regulatory networks. In
particular, Professor Carl de Boer is pioneering the use of functional assays on synthetic DNA
libraries with much greater diversity and lower bias than the human genome. Additionally,
Professor Wyeth W. Wasserman is leveraging years of experience in gene regulation to develop
interpretable deep neural networks such as ExplaiNN, which charts a way forward in bridging
the gap between “black-box” and “white-box” models. My in-depth experience in biophysically-
interpretable ML on HTS of randomized libraries has prepared me to hit the ground running and
creatively integrate computational modeling with a molecular understanding of experiments and
regulatory networks to contribute to and push forward on any of these endeavors.

The Genome Science and Technology graduate program at UBC is ideal for me because
of its focus on cross-disciplinary technological innovation. With each new research project, from
in-vivo assays to protein-ligand experiments, I quickly built up the domain knowledge necessary
to create new analytical approaches and collaborate closely with experimental scientists to push
the boundaries of what is possible with mixed computational/experimental approaches. Through
initiatives such as the research rotation award and joint seminars, GSAT introduces students to
faculty from a wide variety of disciplines, fostering the type of interdisciplinary collaborations
that have been so valuable to my research over the years. Within the cohort I will provide a
strongly quantitative background that melds together an in-depth understanding of both
experimentational and computational techniques to catalyze these collaborations.

My research goal is to develop frameworks for integrating domain knowledge,
experimental techniques, and modeling strategies to disentangle complex biological systems. The
GSAT graduate program is the best place for me to develop these frameworks, and will prepare
me to move on to postdoctoral positions where I can continue developing these interdisciplinary
collaborations as I progress in my academic career.



The wealth of high-throughput sequencing (HTS) data available for computational
biology has led to an explosion of model interpretability approaches, in part due to the breadth of
the field, which spans everything from quantitative in vitro experiments to assays of higher-order
in vivo systems. Yet across these disparate applications, domain knowledge can inform crucial
modeling insights and creative wet-lab experiments to decompose the signal from experimental
artifacts and disentangle intricate relationships within biological systems.

During my undergraduate studies at Columbia University in machine learning and
molecular biology, I worked in the lab of Professor Harmen Bussemaker. Despite being in the
Biology department, most came from a physics background, making it the ideal interdisciplinary
environment for exploring HTS data with biophysically-informed sequence-to-function models.

In my first project, I applied ProBound, an ML framework designed for in vitro SELEX
experiments, towards in vivo methods. ProBound models assays by combining a convolutional
partition function of sequence recognition, biophysically-derived formulas of enrichment, and a
principled loss function. I used this approach to directly model ChIP-seq reads without peak
calling, producing glucocorticoid receptor (GR) binding models of similar quality to in
vitro-derived models while simultaneously discovering its cofactors. My work became a section
of the ProBound publication (Rube et al. Nature Biotechnol 2022), and in the process I learned
how to integrate a molecular understanding of wet-lab experiments into an ML framework.

I was soon coming up with more modeling ideas than I could implement with ProBound,
so I created PyProBound, an easily extensible and efficient ML library for HTS of protein-ligand
interactions. I designed it so new model architectures can be easily implemented to suit
experimental designs. For example, the manuscript in preparation shows how to improve models
by adjusting for the fragmentation bias at the ends of reads, and how to infer binding models
through a beta-binomial likelihood of allele-specific binding. It is already widely used in our lab
and the labs of our collaborators, and we hope it will advance quantitative methods in the field.

In my senior year, I wanted to push beyond protein-DNA interactions. As part of a course
taught by Professor David Knowles, I began a new research project in immunology. During an
infection, the population of antibodies evolves to counteract the replicating virus. I wanted to
leverage this natural evolution to train a deep neural network for antibody-antigen binding by
combining it with a dynamical system that models a time series of samples from COVID-19
patients. However, I discovered that sequencing technology cannot capture both heavy and light
chains at the throughput necessary to produce a generalizable model of antibody binding.

While I was initially disappointed to learn my approach would not work as envisioned, I
learned how to creatively adapt a research project to new challenges. I instead used the model to
explain the trajectory of antibody replication, validating against individual clonotypes, and
identifying the sequence determinants of clonal expansion. What started as a class project
became a poster at the 2022 Machine Learning in Computational Biology conference.



After graduating at the top of my CS cohort, I continued at the Bussemaker lab to lead
projects involving several collaborators studying receptors such as PD-1, GPCRs, and SH2 and
PDZ domains using HTS of peptide libraries expressed with bacterial and phage display. I work
closely with experimental scientists, using my models to identify and address bottlenecks and
sources of bias in their protocols, while in turn learning about experimental subtleties to improve
my models. This two-way feedback unlocks powerful synergies, resulting in bacterial display
screens with over 1M unique peptides even after several rounds of selection, as well as models
that accurately predict binding affinity over more than two orders of magnitude.

I am currently leveraging the knowledge I have developed in biopanning to develop a
novel sequence-based computational approach combining multiple experiments to isolate the
affinity contribution of distinct epitopes. These advances bring us closer towards single-shot
protein engineering, and the sum of these projects has impressed upon me the importance of
meaningful wet lab-dry lab collaboration in creating breakthroughs in computational biology.

With each research experience, I have found that a more quantitative molecular approach
allows for greater creativity by providing a toolset for transformative thinking. A doctoral
program will provide me with the training necessary to harness and grow that creativity.

The Genome Science and Technology program at UBC is ideal for me because of its
focus on cross-disciplinary technological innovation. In each project, I quickly gained the
domain knowledge needed to design and collaborate on new approaches. I value the opportunity
to explore a variety of topics with a diverse group of students and faculty from different
academic and personal backgrounds. Through initiatives such as the research rotation award and
joint seminars, GSAT introduces students to faculty from a wide range of disciplines, fostering
invaluable interdisciplinary collaborations. Within the cohort my interest in integrating
experimental and computational techniques will catalyze these discussions and collaborations.

I am especially interested in applying the skills I have gained in protein recognition
modeling towards investigating the cis-regulatory code, which is often misregulated in heritable
diseases and cancer. Innovations from UBC are providing new insights into complex gene
regulatory networks. Professor Carl de Boer is pioneering functional assays on synthetic DNA
libraries with much greater diversity and lower bias than the genome, while Professor Wyeth W.
Wasserman is leveraging years of experience in gene regulation to create interpretable neural
networks such as ExplaiNN, bridging the gap between “black-box” and “white-box” models.
Both thoughtfully combine ML with biological and experimental constraints to produce robust,
generalizable models. My in-depth experience in biophysically-interpretable ML has prepared
me to hit the ground running and push forward on these and future endeavors.

GSAT is the best place for me to develop frameworks for creatively integrating domain
knowledge, experimental techniques, and modeling strategies to disentangle biological systems,
and will prepare me for postdocs where I can nurture interdisciplinary collaborations.















	
Asst. Prof. H. Tomas Rube 
Department of Applied Mathematics 
trube@ucmerced.edu 
650-521-4565 (cell phone) 
 
November 30th, 2023 
 

Recommendation Letter for Lucas Melo 
 
It is my great pleasure to recommend Lucas Melo for the Genome Science and Technology PhD 
program at the University of British Columbia. I am an Assistant Professor in the Department of 
Applied Mathematics at University of California, Merced. I first came to know Lucas in 2019 when 
he joined Harmen Bussemaker’s lab at Columbia University as an undergraduate researcher. At 
the time, I had just moved from Columbia (where I had been a postdoc in Harmen’s lab) to 
University of California Merced, and I was in the progress of finishing up several projects. Lucas 
quickly became involved in these, and I have had the great pleasure to see his work and his growth 
over the past four years. 
 

In the first project Lucas worked on, we developed an algorithm that quantifies how 
transcription factors (TFs) recognize DNA sequences in terms of biophysically rigorous 
quantitates, including the energetic impact of base-base interactions, TF-TF interactions, and 
chemical DNA modifications. Because Lucas was only a sophomore at the time, we decided that a 
good warm-up project would be for him to implement some code for plotting these energetic 
parameters in R. When assigning the problem, I did not expect him to succeed, both because the 
model (which use a combination of biophysical modeling and statistical learning) are challenging 
to grasp, and because other undergraduate students had previously failed. I was therefore 
pleasantly surprised when Lucas soon returned with fully a functional code. This code was 
integrated into the production pipeline and used to generate main figures for the final Nature 
Biotechnology paper. Lucas next helped me apply the algorithm (which had been developed to 
quantify in vitro TF binding) to learn well-calibrated TF binding models from ChIP-seq data, and 
the results were included in the abovementioned paper. 
 

 In parallel with our work on TF-DNA interactions, we realized that our algorithm also can 
be used to characterize protein-protein interactions. Chaitanya Rastogi (a postdoc in the 
Bussemaker lab) spearheaded an effort to build a startup company around the algorithm to 
accelerate the development of biologics. As a part of this effort, Lucas studied several high-
throughput sequencing screens and developed computational strategies for estimating the 
energetics of the interactions. For example, he developed a method that integrates multi-time point 
T-cell receptor data to infer the sequence grammar of antigen recognition. Moreover, he re-
implemented the main algorithm in using the PyTorch framework. In doing so, he introduced a 
number of generalizations that allows the algorithm to be applied to more sophisticated selection 
experiments. For example, in an ongoing project we are quantifying how peptide binding domains 



	
recognize phosphorylated sequences using a high-throughput library screen. Using his generalized 
algorithm, Lucas developed a highly non-trivial analysis that jointly analyzes the main sequencing 
experiment and control experiments, thus correcting for biases. Looking forward, I anticipate that 
Lucas will publish a first-author paper describing the generalized algorithm and his continued 
work on ChIP-seq analysis, and a near-first-author paper focused on the peptide-binding domains. 
Looking back, it has been incredibly rewarding to see Lucas’ growth, first studying the underlying 
theory, then mastering a very complex algorithm, and finally developing important generalizations 
that I myself did not anticipate. 
 

 On a personal level, Lucas is a humble, no-drama person that is pleasant to work with. By 
now, Lucas has spent significant time conducting research and he is developing into a mature 
researcher. For example, when encountering problems interpreting the peptide-binding data, he 
often explores different solutions by his own initiative and returns with a not only a problem 
description but also a working solution. Overall, I believe this maturity will put him at a great 
advantage as he enters graduate school. 
 

In closing, I am giving Lucas my strongest possible recommendation. I would accept him 
into my research group without a moment of hesitation, and I am most confident that he would 
excel in your PhD program. Please do not hesitate to contact me if any further information or 
assistance is needed. 
 
Sincerely, 
 
 

 
H. Tomas Rube, 
Assistant Professor, Applied Mathematics, 
School of Natural Sciences, 
University of California, Merced 
 



COLUMBIA UNIVERSITY 
I N  T H E  C I T Y  O F  N E W  Y O R K  

 
D E P A R T M E N T  O F  B I O L O G I C A L  S C I E N C E S  

SHERMAN FAIRCHILD CENTER FOR LIFE SCIENCES 
 

1212 Amsterdam Avenue       New York, NY  10027 

 
October 30, 2023 

Dear Colleagues, 
 
It is a tremendous pleasure to recommend that Lucas Melo be considered for admission to your PhD 
program, and I do so in the strongest possible terms. I can hardly imagine anybody who would be more 
deserving of admission to even the most selective PhD programs in the country. 
 
Lucas started working for my lab part-time in the fall of 2019. His first assignment was to fix a tricky 
Java compatibility issue that caused our most widely used R package to be dropped from Bioconductor. 
He quickly got to work on this, and without requiring any detailed direction, found a solution to the 
problem. During the remainder of the academic year, alongside his heavy course load, he continued to 
spend regular time chatting with the people in my lab and becoming familiar with their projects. 
 
For summer 2020, Lucas originally had an internship lined up in the SIBMI program at Harvard, but that 
got cancelled due to COVID, as did the Cold Spring Harbor Laboratory Undergraduate Research Program 
which he had also been admitted to. Luckily for me and my lab, Lucas asked whether he could do a 
(remote) summer project in my lab instead. He was officially admitted to our department’s summer 
research (SURF) program, and suddenly had an entire summer ahead of him to work on projects with me. 
 
The timing was perfect: Two brilliant postdocs in my lab – Dr. Tomas Rube, who is now an Assistant 
Professor at UC Merced, and Dr. Chaitanya Rastogi, a former PhD student in my lab with whom I 
recently co-founded a startup company – had just developed a new biophysically interpretable machine 
learning approach named ProBound. Its original purpose was to build accurate models of protein-DNA 
recognition from high-throughput in vitro transcription factor (TF) binding data (HT-SELEX), but Lucas 
started exploring whether it could also be used to analyze in vivo TF occupancy (ChIP-seq) data. Again 
with only high-level guidance and zero hand-holding, Lucas quickly made himself familiar with the 
complex java codebase of ProBound. Soon he had some intriguing results that showed that it was possible 
to build DNA binding specificity models (“motifs”) from ChIP-seq data in a way that completely avoids 
the peak calling step used by all existing motif discovery approaches. Not only did this analysis become a 
key component of the paper about ProBound that we published in Nature Biotechnology last year (Rube 
et al., 2022), on which Lucas deservedly is a co-author; it is also the foundation of ongoing work in my 
lab, and the starting point for a new NIH grant proposal that I am currently developing. 
 
While this achievement by itself would already have been impressive for an undergraduate summer 
project, Lucas also came up with an entirely new algorithm that same summer: I had become interested in 
understanding the evolution of immune repertoires in response to infection or immunization. After I had 
pointed Lucas to some data sets, he implemented an algorithm that could infer how clonal expansion of B 
or T cells depends on the sequence of the CDR sequence. At a technical level, this required the on-the-fly 
numerical solution of coupled partial differential equations in combination with maximum-likelihood 
fitting of biophysical binding energy parameters. Lucas figured out more or less completely by himself 
where to find the relevant background papers, which equations to solve, how to write the code to solve 
them, and how to interpret the results. I was blown away when he first presented this in our internal group 
meeting. 



 
Another key example of Lucas’ creativity and technical fearlessness is the following: When he joined my 
lab for two years as a Research Assistant after his graduation to further developed and apply ProBound to 
generate proof-of-concept for our startup project, he casually told Chaitanya and me that as a side-project, 
to make his life easier, he was reimplementing ProBound – which took multiple years to develop – from 
scratch (!) using the Pytorch framework, as he had found modifying the complex Java code cumbersome. 
Through a series of careful regression tests, Lucas showed that we were still getting exactly the same 
results as before. However, he suddenly could move much more quickly on expanding the functionality of 
ProBound. After little more than a year working as a full-time RA in my lab, and alongside countless 
other analyses he has performed for our startup project, Lucas has already developed news ways to 
understand allele-specific TF binding, including an entirely new algorithm that builds on the infrastructure 
of his Pytorch ProBound software to infer DNA binding specificity models directly from allele-aware 
ChIP-seq data. We are currently writing up a manuscript describing these results, on which Lucas will be 
shared first author, and which we are hoping to submit by early December. 
 
I have had the privilege to mentor several exceptional undergraduate students during my two decades at 
Columbia, but Lucas has been the most impressive of them all. In addition to what I already outlined 
above, he is actively exploring complex and novel featurization methods very different from currently 
popular concepts such as transformers. He deeply understands the biological questions we are trying to 
solve, and has been exposed to our lab’s way of thinking enough to come up with truly new contributions 
that make great sense to us once he tells us about it. Only Brian Trippe, who also worked in my lab as an 
undergraduate, and then went on to do a successful PhD at MIT and a short postdoc with David Baker, 
and who is now applying for faculty positions, is truly in the same rare category in my opinion. 
 
Lucas is a gentle person, and was a bit reticent when he first joined my lab, but has grown tremendously. 
These days, when I walk into the lab in the morning, I often see Lucas having an impromptu meeting with 
another lab member (usually to help them rather than the other way around). Also, I routinely rely on him 
to lead the discussion of new results when we meet with our various external collaborators; there is no 
need to rehearse, or iterate on the slides beforehand. Lucas is also a confident scientific sparring partner 
for me and everybody else in the lab, with a great sense of scientific integrity. 
 
In conclusion, I wholeheartedly recommend that Lucas Melo be admitted to your PhD program. In many 
regards, Lucas has been functioning in my lab as an advanced graduate student and in terms of technical 
independence even as a postdoc. I expect to him to do spectacular things during his PhD, and end up as a 
faculty member at a top-tier university. 
 
With best wishes, 

 
Harmen J. Bussemaker. Ph.D. 
Professor of Biological Science and Systems Biology 



      
 

 

        Department of Computer Science 
Columbia University, 500 W 120th St, New York, NY 10027 

23 October 2023 

To the PhD Admissions Committee, 

It is my great pleasure to give Lucas Melo my extremely strong recommendation for admission to 
your PhD program. I would first like to introduce myself. I did my PhD studies developing 
Bayesian nonparametric models with Zoubin Ghahramani at the University of Cambridge and 
variational inference methods with Tom Minka and John Winn at Microsoft Research. During my 
postdoc at Stanford with Daphne Koller, Jonathan Pritchard and Sylvia Plevritis, I used machine 
learning methods to analyze large-scale genomics datasets to understand genetic effects on gene 
expression and alternative splicing, an important cellular process by which non-coding “junk” 
regions of genes are removed after transcription. I started my lab in January 2019, jointly between 
the Columbia University Department of Computer Science and the New York Genome Center 
(NYGC). We use computational and experimental approaches to investigate how genetic 
differences between individuals impact molecular phenotypes and how the resulting changes 
influence disease risk. I hold additional affiliations with the Data Science Institute and Systems 
Biology.  

I came to know Lucas during his senior year through my course, COMS W4762 Machine Learning 
for Functional Genomics, which is offered for graduate and advanced undergraduate students. 
Among the nearly 100 students who take my course each year over the past several years, I would 
place Lucas among the brightest and most promising. His unique experiences in biophysically-
informed machine learning address an important and growing question in the field, and he has the 
skills and potential to succeed in graduate school and become a leading researcher. 

Lucas stood out early in the semester by reaching the top of the leaderboard in the course’s Kaggle 
competition on predicting genomics data. I invited him to give an oral presentation during lecture 
to discuss his model, which he delivered with great clarity, conciseness, and poise. While most 
students who succeed at the competition use the latest techniques in deep learning to improve the 
performance of their models, Lucas’ approach was unique. He carefully explained to a mixed 
audience of computational and biological backgrounds how he used principles from molecular 
biophysics to inform the model enhancements he designed. These insights evince the careful 
consideration with which he approaches every project, as well as the depth of his understanding in 
both biology and computational science. 

In the project component of the course, Lucas was again unique among my students in the quality 
and originality of his proposal. In a short period of time, he developed an impressively thorough 
research project leveraging a dynamical model of clonal expansion in longitudinal immune 
sequencing to train a deep learning architecture of antibody binding. While he hit some initial 
stumbling blocks in dealing with a dataset which neither he nor I had previous experience in, Lucas 
demonstrated his resourcefulness by adapting the project to focus on the interpretability and 
validation of his model. The novelty of his approach was refreshing to see, going well beyond a 
typical project-based course submission. Seeing his enthusiasm for his project, I recommended 
that he publish it, and it was accepted as a poster to the 2022 Machine Learning for Computational 



      
 

 

Biology conference, which I co-organize. Reviewers agreed on the potential of his methodology, 
writing that “Integrating a biophysical model and a deep neural network is very interesting and a 
good example of physics-informed machine learning applications.”  

Since completing his undergraduate degree Lucas has been working with my colleague Harmen 
Bussemaker who I believe is also providing a reference letter. Lucas contributed core 
computational components the Bussemaker lab’s recent PROBOUND work, published in Nature 
Biotechnology. It is a testament to Lucas’ knowledge, understanding and ability that he made such 
an important contribution even given his junior position in the group.  

That Lucas has an excellent academic record goes without saying. Upon graduation, he was 
selected by the department for both the Behring Foundation Award and the Computer Science 
Scholarship Award in recognition of his academic achievements and leadership potential. These 
prestigious awards from a large and competitive department are a testament to how his capabilities 
rank well above that of his peers. Lucas is an exceptionally thoughtful and dedicated student, and 
I give him my highest endorsement. 

Lucas is in the top 2% of undergraduate students I’ve interacted with at Cambridge, Stanford and 
Columbia. He’d rank among the best PhD students I’ve known, even given the early stage of his 
studies. I give him my strong recommendation.  

Yours sincerely, 

 
David A Knowles, PhD. {Computer Science, Systems Biology, Data Science Institute} @ 
Columbia University. Core Faculty Member @ New York Genome Center. 
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